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A B S T R A C T

The emerging Software Defined Networking (SDN) paradigm is being adopted by the telecom industry since
it enables flexible network resource allocation, configuration and management. Multicast is an essential and
attractive service for a wide range of todays Internet applications for its bandwidth-preserving efficiency and
flexibility. In a multicast, a data stream is delivered from single or multiple sources to a group of destinations
simultaneously. SDN has potential to simplify multicast traffic engineering by leveraging the centralized nature
of the network control plane, which provides a global view of the network that is built based on the real-time data
gathered from network devices. This article aims to provide a comprehensive survey about the recent advances
in Software Defined Multicasting. Specifically, it will provide an overview of multicasting in the context of
SDNs, discuss tree planning and management, discuss multicast routing and traffic engineering, reliability and
scalability in routing and multicast techniques in data centers. It will also summarize key techniques for each
important topic related to multicasting that can enable researchers and practitioners to quickly get started.
Finally, we identify open challenges for SDN multicasting and outline future research directions.

1. Introduction

According to latest IT industry analysis, the global market for Soft-
ware Defined Networking (SDN) has recorded a remarkable annual
growth rate of 88.1% in five years period only. The market has reached
2.4 $ billion in 2015 and is expected to reach 56.1 $ billion in 2020
(Gijare, 2016). SDN is a new networking paradigm that has been
adopted by dominant internet companies like Google and Facebook for
their Data Center Networks structure and their connections in Wide
Area Networks (De Turck et al., 2016). It was first introduced to over-
come the lack of programmability and scalability in network manage-
ment and configuration that are faced in the traditional IP networks.
Although traditional networks are widely adopted, requirements such
as: dynamicity, flexibility, and easiness in management and configu-
ration are challenging to achieve in such networks. This makes them
unattractive networking solution especially with the evolution of the
Internet and the newly evolving technologies that require higher band-
width, accessibility, increased network programmability and agility.
Examples of such technologies are: mobile networking, cloud comput-
ing, network function virtualization, social networking, and multimedia
applications (Masoudi and Ghaffari, 2016).
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The above-mentioned challenges are a result of the vertical integra-
tion between the control plane and the data-forwarding plane. Current
networks structure consists of different networking devices (routers,
switches, middle boxes) where both the control logic and data for-
warding functionality are integrated within the same device. Those
devices are function-specific and usually designed using chips and
Application-Specific Integrated Circuits (ASIC) (Masoudi and Ghaffari,
2016). Therefore, each network device is configured separately using a
set of low level pre-defined commands based on their embedded oper-
ating system (Kreutz et al., 2015; Masoudi and Ghaffari, 2016). Hence,
managing a large number of devices is challenging, time consuming,
and error prone. In addition to their complexity, traditional networks
lack the mechanisms of auto-reconfiguration in case of dynamic events
such as network failures and load changes (Kreutz et al., 2015).

The main concept of SDN is the decoupling between the control
plane and the data-forwarding plane. That is, the control logic is be
implemented into a centralized entity referred to as the SDN Controller.
The controller is responsible for managing the network and setting the
forwarding decisions based on the network condition, which is updated
periodically by collecting status information from the network devices.
The flow-settings decisions are then installed as flow rules into the net-
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work devices that reside in the data plane and which are referred to
as the forwarding elements (Gu et al., 2015). The SDN controller has a
global view of the network that is updated through real-time commu-
nication with network devices. According to network status and users
requirements, the controller adjusts routing decisions and control poli-
cies and forwards them to the forwarding devices to achieve a well-
controlled real time routing. Moreover, the centralized control logic,
and the global view of the network at the controller side has other ben-
efits in terms of network management, resource utilization, cost reduc-
tion, increasing flexibility, and applying traffic engineering (Prithviraj
et al., 2016).

This paper introduces a literature survey on Software Defined Multi-
casting (SDM), where SDM takes advantage of SDN features to achieve
efficient multicasting. Multicasting is a group communication paradigm
that aims to transmit data from one or multiple sources to a group
of destinations simultaneously through a multicast tree that connects
the data sources and the receivers. This saves significant amount of
bandwidth when compared to unicast data delivery of multicast traffic
where disjoint paths must be reserved for each pairs of communication.
Moreover, multicasting eliminates the unnecessary amount of dupli-
cated packets, since duplication will only take place when the stream
has to reach all receivers or at the leaf nodes of the tree, unlike uni-
cast delivery where traffic is duplicated at the source and traverses the
entire network.

The nature of many applications require applying an efficient and
flexible multicast delivery of data. For example, in modern data cen-
ters group communication between servers is frequent where same data
must be sent from one server to a group of servers. In such scenarios
applying multicast instead of unicast delivery is necessary to reduce the
number of duplicated packets and save bandwidth significantly. More-
over, the centralized controller in SDM enables flexible deployment of
new routing algorithms (Fan et al., 2016).

SDM also supports enforcing QoS constraints which are required in
applications like live video streaming, video and audio conferencing,
multi-player games, Internet Protocol TV (IPTV). In such applications
multicasting is needed as an effective technique for transmitting data
to multiple receivers simultaneously (Al Hasrouty et al., 2016). This is
difficult to achieve in traditional networks since it requires multicast
support, which is not available in most routers and it must maintain
certain QoS level.

The authors in Ref. Tang et al. (2014) have introduced a video
streaming multicast application that was designed for SDNs. The pro-
posed solution uses a video coding technique named Scalable Video
Coding (SVC) where the video is compressed into multiple layers. The
layers are non-overlapped with a base layer that represents the original
video at a low quality level. The other layers are enhancement layers
that gradually emend the quality of reconstructed video. SVC technique
implements effective multicasting that can adapt to network status and
node capacities to transmit video streams with as high accuracy as pos-
sible. SDM2Cast (Jian et al., 2015) applies a layered multicast scheme
to deliver SVC videos, which means that each video layer has its own
multicast tree.

SVC technique was also studied in Xue et al. (2015) but from a
different perspective. Real-time SVC streaming was considered where
there are multiple sources of data stream that are geographically dis-
tributed among multiple servers and clients can dynamically join and
leave the multicasting sessions. This can be defined as a multi-source
multi-destination video manycast problem. Several algorithms were
designed to solve this problem, starting by formulating an integer lin-
ear programming model to solve for small-scale networks. After that
two algorithms were designed for practical implementation of the solu-
tion. The simulation results proved that the heuristics could provide
close-to-optimal solutions (Xue et al., 2015).

Another use case of SDM that is currently being investigated include
integrating SDM concepts with cloud-based applications, network
function virtualization and geographically distributed data centers
62
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(Zeng et al., 2016; Zhang et al., 2015).
The multicast model proposed in Ref. Humernbrum et al. (2016) is

an example of a multicast scheme that leverages SDN features to over-
come the limitations of traditional IP multicast. Better group member-
ship control is applied using the centralized control structure. More-
over, combining Branch-Aware Modification and Early Branch tech-
niques for tree calculations enhance the scalability since they allow
re-using of flow entries in multicast routing tables. A module that com-
bines SDN controller design and tree calculation technique was imple-
mented and evaluated for both simulated networks and real OpenFlow-
enabled network, where the results showed a reduction in the required
number of flow-table entries.

To the best of our knowledge, in spite of the importance of SDM,
there is no comprehensive survey that covers all topics related to this
area. An earlier survey was introduced in Ref. Gu et al. (2015), how-
ever, it only discussed the basic concepts such as general architec-
ture, multicast in data centers, routing procedure and tree packing.
Other fields such as the revolution of multicasting techniques, dif-
ferent multicast mechanisms, tree planning and construction proce-
dures, tree management related issues, new evolving routing concepts,
applying Traffic Engineering in multicasting, multicasting deployment
in recent data centers, scalable multicasting and suggested research
directions were not addressed properly. This paper surveys the state
of the art of the multicasting techniques and key challenges in the
context of SDN and provides suggestions for future directions. SDN-
based multicasting approaches for applications such as mobile net-
works, vehicular networks, and video-on-demand are not addressed in
this survey. A tabular comparison between the two surveys is given in
Table 1.

The rest of the paper is organized as follows. Section 2 describes the
background of this topic, starting with a brief history of multicasting in
general. Then describing the detailed architecture of SDNs with its dif-
ferent layers and the role of each layer in multicasting, and finally pre-
senting different mechanisms of SDM. After that, Section 3 explains the
procedure of multicast tree planning and construction, with different
construction approaches. Section 4 explains how SDN controller han-
dles tree management including the procedure of maintaining network
status, managing dynamics such as group membership changes and net-
work failures, and finally discussing tree packing problem. In Section
5 multicast routing is highlighted from different perspectives. Multi-
cast Traffic Engineering is discussed in Section 6. After that, multicast-
ing in SDN-based data centers is discussed in Section 7. Finally, future
research directions are suggested in Section 8. List of all acronyms used
in the paper are described in Table 2.

2. Background

2.1. Multicasting history

The multicasting functionality can either be implemented on the
network level (IP Multicast) or on the Application Layer Multicast
(ALM). Network-layer multicast is built over an IP infrastructure, where
the network devices (switches and routers) are responsible for deliver-
ing the packets efficiently. That is, the packets are duplicated to reach
all receivers while ensuring that they are sent over each network link
only once (Gu et al., 2015).

IP multicast was the first communication protocol supporting
network-layer multicast. The concept of multicast group was intro-
duced to support multicasting delivery. Each group are assigned a
unique address from IP class D address block. Multicast addresses are
location independent, and they are in the range from 224.0.0.0 to
239.255.255.255 where each address defines the whole group, not a
single host. So when a multicast source wants to send a datagram
to a group of receivers, it simply sends it to the assigned group
address. Group membership management is done on the network level
through routers. The first experimental implementation for IP multi-
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Table 1
Comparison between the two surveys.

Scope of comparison Attributes Gu et al. (2015) This work

Background Multicasting history Brief definition of multicasting concept
was mentioned

The history of multicasting revolution is
discussed in Section 2.1

SDN Architecture � �
Multicast Mechanisms × Different mechanisms are discussed in

Section 2.3
Multicast tree planning and management Tree planning × �

Tree Construction × �
Tree management × �
Tree packing � �

Multicast routing General multicast routing
concept

� �

Reliability in routing × �
Routing for special conditions Scalable routing for SDN was discussed Different routing scenarios were discussed

in Section 5
Multicast Traffic Engineering × �
Multicast in Data Centers � �
Future research directions × �

Table 2
List of acronyms.

ALM Application Layer Multicast
ASIC Application-Specific Integrated Circuit
BST Branch aware Steiner Tree
CDN Content Delivery Network
DCNs Data Center Networks
DVMRP Distance Vector Multicast Routing Protocol
EAM Elastic Multicast
FRR Fast Reroute Protocol
IGMP Internet Group Management Protocol
IPTV Internet Protocol TV
ISP Internet Service Provider
LLDP Link Layer Discovery Protocol
MCF Minimum Cost Forest
MOSPF Multicast Open Shortest Path First
MPLS Multi-Protocol Label Switching
MST Minimum Spanning Tree
MVN Multicast Virtual Network
NBI North Bound Interface
NFV Network Function Virtualization
PIM Protocol Independent Multicasting
QoS Quality of Service
RSVP Resource Reservation Protocol
RTP Real-time Transfer Protocol
SBI South Bound Interface
SBT Source Based Tree
SDM Software Defined Multicasting
SDN Software Defined Networks
SPST Sequenced Packet Shortest Path Tree
SPT Shortest Path Tree
SVC Scalable Video Coding
STP Steiner Tree Problem
TCAM Ternary Content Addressable Memory
TE Traffic Engineering
cast was done on MBone, which is a testbed for deploying IP mul-
ticast. Many multicasting protocols where developed and tested on
MBone including: DVMRP (Distance Vector Multicast Routing Proto-
col), PIM (Protocol Independent Multicasting), Multicast Open Shortest
Path First (MOSPF), and RTP (Real-time Transfer Protocol) (Yamamoto,
2003).

In spite of its high forwarding efficiency, IP multicast is challenging
to scale up to the current Internet structure where this solution was not
capable to scan more than an individual network island. This is due to
many challenges like: the dependence on internet infrastructure and the
involved stakeholders, rapid resource-consumption of network devices,
and technical challenges of the solution (Rückert et al., 2015; Gu et al.,
2015). An example of the technical challenges is that all routers must be
63
replaced with multicast-enabled routers, which is difficult to achieve.
Application layer multicast overcomes these limitations by transferring
the multicast functionality to the application layer instead of network
layer. This is done using Content Delivery Networks (CDNs), where the
multicasting is achieved on the application layer level without involv-
ing the network layer. That is, the data streams from content providers
is spread among CDN nodes, which in turn act as server nodes and
deliver the data-streams to the clients in Client-Server communication
model. IP datagrams are sent to multicast groups using virtual address-
ing space that is determined by application level routing (Yamamoto,
2003).

Although CDNs is more applicable to current Internet structure,
Internet Service Providers (ISPs) consider CDN traffic as unpredictable
traffic inside their well-controlled networks. Moreover, it is less effi-
cient than IP multicast from bandwidth perspective since it depends on
unicast delivery of data from CDN nodes to the clients (Client-Server
model) (Rückert et al., 2015).

Software Defined Multicast (SDM) was introduced to overcome
the difficulties in the previous mentioned solutions. This is achieved
by applying SDN techniques to provide efficient and well-managed
multicast delivery services on network level within the ISPs net-
works while being transparent to the clients. Transparency here
applies that clients at the end systems receive the multicast stream
in the form of normal IP packets that are not distinguishable
from unicast packets that are received directly from the content
provider.

2.2. General architecture

For a better understanding of Software Defined Multicast, the SDN
archi-tecture must be understood clearly. The architecture consists of
three layers: the application plane, control plane, and data plane as
illustrated in Fig. 1.

• Data plane: represents the network infrastructure where the differ-
ent networking devices reside. Those devices are simple forwarding
elements without embedded control logic or network intelligence.
The forwarding decisions and control policies are determined by the
controller and installed at the forwarding devices as flow rules that
are held in a flow table. The communication between the control
plane and data plane is enabled through South Bound Interfaces
(SBI). OpenFlow is one of the well-known interfaces used in SDN
(Masoudi and Ghaffari, 2016).

• Control plane: is the middle layer where the control logic is imple-
mented. The controller plays the main role in managing the network
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Fig. 1. SDN architecture.
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and implementing the network functionalities including Multicast-
ing in SDM. It communicates with the applications layer through
North Bound Interface (NBI) to receive SDM clients high-level
requests such as: creating new multicast groups or managing the
membership of the existing groups. The forwarding and control deci-
sions are then translated to flow rules that are passed to the devices
in the data plane through SBI.

• Application layer: is the layer at the top of the SDN architecture.
This is where all the business applications are located. Those appli-
cations represent SDM clients who need to send multicast streams
where they communicate with the controller through NBI.

.3. SDM different mechanisms

Logically, a multicast group refers to the group of receivers that
ould receive the same data content from a common sender. This

roup can be represented as a tree data structure where the sender or
e source is usually connected to the root of the tree and the receivers

re attached to the leaf nodes. This tree is either established as a Source
ased Tree (SBT) or a shared tree. In SBT a tree is formulated for
ach source by computing the shortest path from that source to all
estinations. While in the shared tree approach, one tree is computed
nd shared among all sources and destinations within the group. This
pproach can be classified to core-based tree algorithms and Steiner
ree (ST) based algorithms (Sheu et al., 2015). Special types of Steiner
ee may be constructed due to specific network requirements. Branch-
ware Steiner Tree (BST) is an example of Steiner trees that aim to
crease the scalability, that is, it finds the minimum summation of
e number of edges and branch nodes in a tree. Reducing the num-

er of branch nodes allows more support for BSTs in SDN when com-
ared to ST. To solve the BST problem, a k-approximation algorithm
as introduced in Ref. Huang et al. (2014), which is known as Branch
ware Edge Reduction Algorithm (BAERA) and will be deployed at the
ontroller side. The algorithm works in two phases, Edge Optimiza-
on phase and Branch Optimization Phase. According to simulation
sults, BAERA was proven to produce trees that contain fewer edges

nd branch nodes compared to shortest path tree and Steiner Tree.
ore details about tree constructing and management algorithms are

iscussed in the later sections.
On the network level, when a new multicast group is registered the

P will assign a group socket to the group source, where the socket
onsists of an IP address and a port allocated by the ISP. This socket

used by the group source to send multicast data stream, where this
ream is delivered by ISP in form of unicast packets that follows nor-
64
mal IP routing procedures. The multicast delivery steps take place as
illustrated in Fig. 2. After reaching the ingress switch of the ISP, a uni-
cast to multicast translation takes place by matching the packets using
OpenFlow flow entry that was installed by SDM controller upon group
registration. The packets of an individual group are either identified
using the group socket information or using an internal group identifier
that is presented as a packet header field marked by the ingress switch.
In addition to uniquely identifying the group, the group identifier is also
used to install forwarding and duplication rules at all switches involved
in a group multicast tree.

After traversing the SDM domain, packets arrive at the egress
switches where the multicast-to-unicast translation takes place before
being delivered to the individual clients. That is, the packet header is
re-written where the group identifier is removed and replaced by the
SDM client IP address and port. Moreover, packet duplication may take
place at this point according to the duplication rules that are defined by
the multicast tree. This is the traditional SDM model, however, differ-
ent models have been proposed to improve the limitations of traditional
SDM, which are classified below.

2.3.1. Adaptive SDM
SDM was introduced as a multicast technique that reduces the band-

width requirements of content providers when compared to Applica-
tion Layer Multicast (ALM) solutions. However, SDM was designed for
scenarios with a small number of large multicast groups. Therefore, it
does not scale well for applications that have a large number of smaller
groups like video/audio conferences and web radio. This is due to the
high amount of network state that must be obtained for each group
regardless of its size.

The authors in Ref. Prithviraj et al. (2016) proposed the Adaptive
SDM model, which improves the original SDM concept by allowing the
ISPs to dynamically select the depth of multicast trees. That is, the
ISPs can control where in the network the multicast-to-unicast trans-
lation takes place. Two translation strategies were introduced in Adap-
tive SDM, where the selection of one strategy depends on the tradeoff
between bandwidth consumption and amount of network state. “Late
Duplication” is the strategy that results in low bandwidth consump-
tion and higher number of flow rules at each switch and its similar to
the original SDM where translation takes place at the egress switch.
This is suitable for large multicast groups where the traffic reduction
is more important than the space at each switch. In the other strat-
egy “Early Duplication” translation is performed at the ingress switch.
This effectively reduces the required network state per client to a single
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Fig. 2. Multicast delivery steps in SDM.
switch; however, the amount of traffic inside the network is noticeably
increased (Rückert et al., 2016; Prithviraj et al., 2016).

2.3.2. Dynamic SDM
One of the limitations in SDM model is that it does not allow ISPs

to manage the multicast streams delivery along with the rest of their
unicast IP traffic. In Ref. Rückert et al. (2015) Dynamic SDM (Dyn-
SDM) was introduced as a complete practical solution to be adopted
by ISPs. Dyn-SDM provides traffic-engineering support, that is, plan-
ning and constructing the multicast trees will be achieved according to
QoS parameters that are defined by ISPs. Moreover, Dyn-SDM provides
mechanisms for dynamically connecting and dis-connecting clients to
delivery trees. This will enhance the ability of handling dynamics such
as changing client population and link failures. In addition, Dyn-SDM
provides a multi-tree approach that will result in better traffic distribu-
tion over the links. Also, an SDN-based service discovery feature is pre-
sented in Dyn-SDM where it allows discovering the Dyn-SDM services
along the routing paths (Rückert et al., 2015; Ruckert et al., 2015).

3. Multicast tree planning and construction

3.1. Tree planning

A well-studied multicast tree planning is an essential requirement
that leads to successful multicast delivery of data within the ISP net-
work. The steps starting from tree planning until flow rules installation
are summarized as below and illustrated in Fig. 3.

• Obtaining Graph model of the ISP topology.
• Calculating edge weights.
• Tree construction based on ISP preferences.
• Network Layer path setup.

At the first step, a weighted graph representing the topology of
ISP network is constructed according to real-time information that are
being provided and updated by the ISPs monitoring system. The Graph
G = (V, E) represents each openflow switch/router as vertex v and each
physical link between two openflow devices as an edge e between two
vertices. The second step is to calculate and assign weight to each edge
of the graph according to number of parameters. The ISP defines those
parameters and they may reflect current traffic condition, QoS metrics,
internal ISP policies, and network resources consumption. An example
of weights calculation equation that was introduced in Ref. Ruckert et
al. (2015):
weighte ≔ (K1 × bandwidthe) + (K2 × utilizatione) + (K3 × delaye) +
(K4 × lossratee) + (K5 × failureratee)

The coefficients are used to define the importance of each parameter
and its share of the final edge weight. The ISP has the full control to pri-
oritize different QoS parameters according to the nature of applications
and client requirements.

3.2. Tree construction: single tree approach

After defining the weighted graph model, the actual tree construc-
tion takes place using a tree construction algorithm. For this purpose,
two requirements must be defined: the entry point and the list of group
members. The entry point is actually represented by the group socket
that was assigned upon group registration as mentioned in Section 2 of
this paper.

After defining the required information, a graph algorithm is used to
construct a tree that connects the entry point with all the clients of the
group. The constructed tree could be a Minimum Spanning Tree (MST)
or Shortest Path Tree (SPT), where the choice depends on ISP needs.
A Minimum Spanning Tree is a one that results in minimum sum of
weights of all the used edges. It s appropriate to use for network band-
width optimization. A Shortest Path Tree algorithm finds the shortest
path between the entry point and each member of the multicast group.
This makes it ideal to apply on delay-sensitive applications since it will
reduce the delay of multicast data delivery (Ruckert et al., 2015).

The problem of finding a MST or SPT is similar to the concept of
the Steiner Tree Problem (STP) which is a fundamental design problem
in networking area. Many polynomial time algorithms were developed
to find near optimal solution for that problem (Gijare, 2016). Detailed
explanation of STP along with different algorithms that can be applied
to solve it can be found in Ref. Bezenšek and Robič (2014). However,
many of the polynomial-time heuristic Steiner tree are not sufficient
for large networks as they sometimes produce output values that are
far from optimal. Therefore, population-based intelligence algorithms
were proposed to overcome the limitations in polynomial-time algo-
rithms. Examples of such algorithms are: the Genetic Algorithm (GA),
Particle Swarm Optimization (PSO), and Artificial Fish Swarm Algo-
rithm (AFSA). Although these algorithms are able to reach almost-
optimal solutions, they are considered to be time consuming. Multi
Agent branch based multicast (BBMC) algorithm was introduced in
Ref. Matsuura (2016), where it can match the optimality of intelligence
algorithms while keeping the fast speed of polynomial-time algorithms
(Matsuura, 2016). A Path based Harmony Search Algorithm (PVHS) was
proposed in Ref. Zhou et al. (2015) to solve degree-dependent branch-
node weighted Steiner Tree problem. This problem aims to minimize
65
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Fig. 3. Multicast tree planning and construction steps.
the total cost of edges and branch nodes.
After constructing the tree, the actual network topology is updated,

and flow rules are programmed in all the involved network devices.

3.3. Tree construction: multi-tree approach

Some of the limitations of using a single multicast tree per group
are the un-even distribution of load, and the lack of dynamicity in
response to failures and change in client population (Ruckert et al.,
2015). To overcome those limitations, a multi-tree approach was intro-
duced, where the data stream is divided into sub-streams each carried
by an independent tree. That is, for each multicast group there are mul-
tiple independently built sub-trees instead of a single multicast tree that
connects the group sources to the clients. This overcomes the above-
mentioned limitations and makes it possible to apply traffic engineer-
ing methods on specific part of the stream since it is delivered indepen-
dently.

The initial tree planning and construction procedure remain the
same as dis-cussed before. After defining the group entry point and list
of clients, the first tree is constructed. Then, more trees connecting that
point to the group members are generated iteratively. Whenever a new
tree is added, previously constructed ones are updated incrementally by
changing edge weights or even removing some of them if necessary. The
whole procedure is illustrated in Fig. 3. A weighted ISP network topol-
ogy graph is constructed based on the input received from the network
monitoring tools, and the parameters defining ISP Traffic Engineering
requirements and preferences. The graph is used as in input for the tree
construction algorithm along with other inputs: entry point for content
provider, and list of multicast group members. The algorithm gener-
ates the multicast tree based on the received input and incrementally
updates it whenever group membership updates occur.
The literature works (Sun et al., 2016; Jiang and Chen, 2016) dis-
cussed detailed approaches for constructing multiple multicast trees.
After constructing the multicast tree, an adjustment to the paths may
be required due to changes in network conditions which may degrade
the whole multicasting performance. This may be difficult to achieve in
case of unchanged group source and destinations. The authors in Ref.
Ge et al. (2013) introduced an openflow-based mechanism that dynam-
ically adjusts the paths of a multicast tree to achieve better multicast-
ing performance. Moreover, a distributed tree construction strategy was
introduced where its inspired by the dynamic path adjustment mecha-
nism. More tree management concepts and approaches are discussed in
the next section.

4. Tree management

After constructing the multicast tree, an efficient management
method must be defined to control the procedure of initiating and
updating flow rules. It must be taken into consideration that the pro-
cess of modifying those rules and computing the multicast tree archi-
tecture requires a significant amount of time that may affect the perfor-
mance of the multicast application. Therefore, its important to define
an efficient management procedure that is able to adapt to the fre-
quent changes in the network environment such as network failures
and group membership modifications. In SDN-based environment, all
management functionalities are implemented in the logically central-
ized controller. The controller obtains the state of network links and
nodes in addition to group membership status by communicating with
open-flow switches and applies the management procedure accord-
ingly. Fig. 4 shows the communication scenario between the controller
and the switches.
Fig. 4. Relationship between switches and multicast con-
troller.
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4.1. Obtaining network status

All the needed information to setup the trees are stored into the
controllers database. This database can be divided into tree database
and group membership database. The tree database is responsible for
holding the multicast trees with the status of each tree (active or inac-
tive). Its organized as follows: at the top-level record the group entry
is stored, where group entries are defined by (Source IP address, multi-
cast address) pair. Each group entry contains the list of trees within that
group where a unique ID defines a tree. The tree entry contains a list of
tree components (nodes, edges) in addition to the state of each one of
them. In addition to that it maintains pointers that map the nodes and
edges to the physical network components such as switch ID and port
number.

On the other hand, the group membership database could be divided
into senders database and receivers database. The senders database has
a record for each sender that consists of the switch ID and the port
number of the root switch where that sender is attached. The controller
either lookups this database for a specific sender location using the
IP address of the sender and the multicast address of the group, or it
retrieves a list of all senders within a specific group using the multicast
address of the group. The receivers database stores a list of receivers
where receiver record contains the switch ID and the port number of
the leaf node where the receiver is attached. Similar to the above, the
receivers database is either used to fetch a list of all receivers within
a group or to update the status of one receiver where its location is
retrieved by sender IP address, multicast address, switch ID and port
number.

4.2. Managing group membership

Any change in group membership will result in new calculations at
the controller side to modify the trees where the change is reflected, in
addition to updating the flow entries at the involved switches. There-
fore, frequent membership changes will cause a heavy load on both the
controller and the network switches.

The authors in Ref. Kotani et al. (2016) proposed a pre-planned man-
agement approach that helps to reduce the load and shorten the needed
time to handle group membership changes. That is, when a new sender
and at least one receiver appears in the network, the controller calcu-
lates and stores at least two trees that cover all the leaf switches where
the receivers are attached. Those multiple trees per group are stored in
the tree database in the controller and are removed when none of the
sender or receiver exists anymore.

After that, whenever a membership change (join or leave) happens
at one of the leaf switches, the below scenario will take place:

• The group membership database will be modified including all
switches and ports that are affected by the change.

• Compute the updated multicast trees.
• Update the flow entries in the involved switches accordingly.

The most time-consuming tasks that this approach aims to minimize
are calculating the trees and updating the switches flow entries. This is
achieved by the database hierarchal design that enables quick look up
for the leaf node where the receiver is attached or removed. After locat-
ing that node, the controller tracks each stored tree and then modifies
all flow entries of the involved switches within that tree.

4.3. Handling failures

In addition to group population changes, the multicast mechanism
must be able to recover from failures that may exist within the network.
Those failures could happen at the network nodes (switches, routers) or
the edges (links) that connect those nodes. Multi-Protocol Label Switch-
ing (MPLS) fast re-route is a well-known mechanism that sets back-up
routing paths in advance and re-route the packets on those paths in case
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of a failure. However, in this approach the parent router of the fail-
ure source (router/switch or link) will be responsible for re-routing the
traffic, which limits the flexibility of back-up trees. In the pre-planned
approach introduced in Ref. Kotani et al. (2016) for each multicast
group there is an (active) tree that is currently being used for data
delivery and a number of back-up (inactive) trees. A unique ID iden-
tifies each tree where the root switch will embed the ID of the active
tree in the packet header to be used for packet delivery. That is, the
next switches forward packets based on the tree ID, source address, and
multicast address. In case of a failure, the network devices at the data
plane send a notification to the controller. It in turn checks whether the
currently active tree has been disconnected. In case of tree disconnec-
tion, the tree recovery procedure is applied as follows:

• The controller chooses one back-up tree that is not affected by the
failure, selecting a certain back-up tree depends on pre-defined cri-
teria based on network preferences.

• The flow entry in the root switch is updated, such that the ID of the
newly selected tree is embedded in packet headers instead of the
earlier faulty one.

After doing so, any algorithm could be applied to calculate back-up
trees for the new active tree. Moreover, the controller only needs to
update flow entries at the root switch and then start multicast delivery
without updating entries in other related switches.

4.4. Tree packing

Tree packing problem can be defined as systematically scheduling
a series of multicast sessions to locate available routing for each multi-
cast session (Ren et al., 2017). Traditional multicast tree packing solu-
tion depends on reducing the total link cost based on Minimum Steiner
Tree. That is, a limited amount of reserved bandwidth is used to con-
currently serve as many multicast sessions as possible. However, the
limited amount of reserved bandwidth reduces the possible utilization
of network resources (Gu et al., 2015).

SDN approach has introduced the possibility of full packing for mul-
ticast trees. That is, all network resources could be utilized to accommo-
date the needs of multicast groups without specifying a limited amount
of bandwidth. This is because of SDN features that enable monitoring
real-time links traffic and global adjustment on the routing algorithm to
host new multicast groups and manage group membership at running
time (Gu et al., 2015).

However, many applications apply content-replica designed to
achieve better robustness and efficiency. Examples are content distri-
bution networks, IP television networks, and data center networks (Ren
et al., 2017). In such designs, each multicast session may have multi-
ple potential sources; therefore each destination node has the chance
to select any node in the replica as its source. This kind of multicast-
ing is referred to as uncertain multicast. The routing structure in such
multicast is a Minimum Cost Forest (MCF), which consists of multiple
disjoint trees where each tree is rooted at different sources (Ren et al.,
2017).

The input to the uncertain multicast problem is the network topol-
ogy along with the set of destinations. The output would be a con-
structed forest with minimum summation of costs for all edges. The
authors in Ref. Hu et al. (2016) proposed an uncertain multicast rout-
ing scheme that is designed for SDNs. Their approach is to divide the
uncertain multicast problem into a set of smaller deterministic multi-
cast problems, where in each one the minimum Steiner tree is found
for a specific source. This is a challenging to solve since its equivalent
to solving a set of NP-Hard problems (Hu et al., 2016). Later on, the
authors in Ref. Ren et al. (2017) discussed the packing problem for
uncertain multicast. In such multicasting, it is impossible to satisfy all
the existing uncertain sessions with their optimal MCFs. One of the lim-
itations is the link capacity constraint. That is, in practice, the available
capacity of each link from source to destination may not be enough
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to accommodate all the simultaneous multicast sessions. In case one of
the links was blocked while constructing the optimal MCF, the building
algorithm must find an alternative routing path to accommodate the
traffic (Ren et al., 2017).

The paper (Ren et al., 2017) presented the packing problem of
uncertain Multicast (MPU) to minimize the overall cost of all multi-
cast sessions while taking the link capacity constraint into considera-
tion. That is, given a network that has a capacity constraint on each
of its links, a multicast forest is constructed for each ongoing mul-
ticast session while optimizing the total cost of all forests instead of
reducing the cost for each individual forest. An earlier work has intro-
duced an efficient method E-MCF for a single uncertain multicast; how-
ever, the MPU studies the packing problem for multiple multicast ses-
sions.

This MPU problem is proven to be NP-hard, therefore there is no
exact optimal solution for it. However, approximation methods may be
used to derive an approximate solution. The authors in Ref. Ren et al.
(2017) derived two approximation methods: Based on priority, and by
adjusting congested links. The priority based method assigns a priority
for each multicast session and serve the multicast requests according
to that priority. That is, when packing a set of uncertain multicasts,
the sessions with higher priorities are served first. The higher prior-
ity is assigned for multicast trees with more destination nodes and less
source nodes. This is because the sessions with more sources have bet-
ter performance in finding new route and utilizing network resources.
The second method initially calculates the MCF for each multicast ses-
sion. After constructing the forests, an approximation method is used
to adjust the overloaded links. That is, the congested links are deleted
from the MCF and then the end points are reconnected with an alterna-
tive shortest path.

5. Multicast routing

Routing in SDN is more challenging than in traditional networks due
to the difficulty of network traffic aggregation. Moreover, the major-
ity of multicast applications require high bandwidth and lower delay.
Therefore, choosing an optimal multicast routing approach in SDN is
critical to fulfill the bandwidth and delay requirements of multicast
Fig. 5. Routi
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applications as well as applying QoS parameters based on the current
availability of network resources. That is, multicast streams should not
cause blockage of other traffic in the network (Huang et al., 2016a; Gu
et al., 2015).

As discussed in the previous section, a minimum Steiner tree is con-
structed to connect the data source to all the members of the multi-
cast group. After that, two control components play major role in rout-
ing: Internet Group Management Protocol (IGMP) and multicast routing
protocol, PIM is an example of commonly used routing protocol in the
Internet (Fan et al., 2016). These two components reside in the control
plane of SDN and are considered as part of the SDN controller.

IGMP is a communication protocol that is responsible for managing
the relationship between routers and hosts. That is, the requests for join-
ing and leaving multicast groups are sent as IGMP join and IGMP leave
messages, respectively. If a join message reaches an edge switch and
the multicast group was already registered (if flow rules of the group
address exist in the switch flow table), it simply adds the input port
address which has first received the join request to the group of output
ports of the targeted group. Otherwise, the request are forwarded to the
controller, the controller in turn runs the Steiner tree algorithm to add
the new edge switch and update the flow rules in the affected switches.
After that, routing is done on the forwarding devices by simply check-
ing the installed flow rules and forwarding the packets accordingly. The
same concept is applied in case of IGMP leave request (Huang et al.,
2016a; Xu et al., 2015). In SDN networks, the routing rules along with
group membership information are exchanged between the switches
and the controller in form of OpenFlow Protocol messages (Xu et al.,
2015).

A number of constraints must be taken into consideration when
determining the routing rules. For example, the authors in Ref. Huang
et al. (2016a) introduced an SDN-based multicast routing algorithm
that aims to optimize bandwidth utilization. That is, multicast traffic
will be routed based on the current available network bandwidth. To
do so, sFlow (Phaal, 2004), which is a network monitoring technology
that provides detailed network traffic information, is used to calculate
bandwidth accurately.

Fig. 5 shows the proposed routing architecture in Ref. Huang et al.
(2016a). The Topology manager at the control plane is where the net-
ng system design.
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work topology is maintained where as Link Layer Discovery Protocol
(LLDP) is responsible for discovering new devices in the network. The
other important control component: IGMP manager, will control the
procedures for joining and leaving multicast groups as discussed ear-
lier.

The proposed algorithm takes links bandwidth constraint into con-
sideration, however it does not consider the limited forwarding table
capacity. This limitation is due to using Ternary Content Addressable
Memory (TCAM) memory for storing the forwarding rules at the SDN
switches. This memory is expensive and power hungry therefore it
imposes limited size of forwarding tables. The authors in Ref. Huang
et al. (2016b) proposed a dynamic multicast routing scheme for net-
work throughput maximization in SDNs taking both link bandwidth
and forwarding table size along with user bandwidth requirements into
consideration.

The basic idea of the algorithm is to apply an admission control pol-
icy that either admits or rejects each incoming multicast request based
on a threshold value configured on the node and link resource consump-
tion. Whenever a new multicast request k is initiated, the summation
of all weights for node derived and link derived edges will be calcu-
lated for the corresponding multicast tree sk. The summation is then
compared against the threshold value to determine whether to admit or
reject the request (Huang et al., 2016b).

Delay optimization is another parameter that is more impor-
tant for some types of traffic such as video data streams. A
delay-optimized routing system was introduced in Ref. Liu et al.
(2016), where its dedicated for software-defined inter-Data Center net-
works.

5.1. Network function virtualization enabled routing

Many multicast applications involve intermediary processing of
the traffic before its being delivered to the end users such as video
transcoding and packet inspection. In such application Network Func-
tion Virtualization (NFV) may be applied to implement network func-
tions using virtualization techniques. That is, the required network
functions are implemented as software that runs on the top of net-
work component referred to as (NFV) node. In such applications, a
multicast mechanism is required to determine the placement of NFV
nodes and routing path. That is, a multicast tree must connect the
source to every client through an NFV node, which is challenging to
achieve.

The authors in Ref. Zhang et al. (2015) proposed an NFV multicast
routing system for SDN net-works, where the controller will be respon-
sible for locating the NFV nodes and choosing the optimal routing paths.
The proposed algorithm is a single layer mechanism on SDN that could
be applied for both static and dynamic multicast.
Table 3
Routing techniques comparison.

Reference Technology Used Objective

Huang et al. (2016a) sFlow, LLDP, IGMP manager Optimize bandwi
Huang et al. (2016b) Admission control policy Network through

capacity and tabl
Liu et al. (2016) Differentiate path selection for

different sessions based on delay
sensitivities

Delay optimizatio

Zhang et al. (2015) Optimal placement of NFV nodes
along the routing path

Optimizing multi
NFV nodes locati

Ren et al. (2017) Divide the uncertain multicast
problem into smaller determinis-
tic ones.

Finding near-opt
uncertain multica

Yu et al. (2016) Extended Dijkstra’s algorithm Finding Sequenc
(SPST)

Reed et al. (2016) Bloom filter Minimizing the st
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5.2. Routing with sequenced packet transmission

A well-constructed multicast routing tree is the one that is able
to reach all possible destinations with minimum delay while utilizing
network resources efficiently (e.g., minimum bandwidth consumption).
Most routing algorithms therefore aims to find minimum-cost tree: Min-
imum Spanning Tree, Shortest-path tree, or Steiner tree. However, in a
sequenced packet transmission scenario, the least cost path is not neces-
sarily the least time cost. Sequenced packet transmission routing is the
case when a network node cannot send a packet until the node on the
other side of the link has received the previously sent one. This scenario
is found on ns-3 open source network simulator but its not limited to
this environment (Yu et al., 2016). The authors in Ref. Yu et al. (2016)
have studied the problem of finding Sequenced Packet Shortest Path
Tree (SPST). Assuming that all network nodes send packets one by one,
and there is at most a single packet on any link between two nodes
at a given time. The proposed algorithm aims to construct a multicast
routing tree such that the amount of time by which all the receivers
have received all data is minimized. In such situation, the total time
delay cannot be simply estimated by summing all the involved links
delays. The authors have therefore design a shortest path algorithm that
extends Dijkstra’s algorithm while introducing new cost models for link
costs and routing paths. The proposed algorithm was then applied to
SDN environment and simulation results has proven that the amount of
enhancement in data-transfer time has exceeded 10% (Yu et al., 2016).
The authors in Ref. Reed et al. (2016) proposed a SDN-based multicas-
ting technique based on Bloom filter in order to reduce the TCAM state
size. Table 3 shows a comparison of the previously mentioned routing
techniques.

5.3. Reliability in routing

Failures can greatly affect the quality of real-time multicasting ser-
vices. Node or link failures in an ongoing multicast session cause
delays or even packet loss. Therefore, a multicast protection tech-
nique is one of the key requirements to achieve reliable multicast-
ing.

Generally, multicast protection is either done using proactive or
reactive techniques. When applying reactive techniques, the backup
paths are calculated only upon failure detection. This results in a long
recovery time, which is undesirable for real-time streaming applica-
tions. On the other hand, proactive methods calculate and configure
the back up paths or trees in advance before the occurrence of a failure
(Raja et al., 2016). However, re-calculating those trees each time a new
receiver joins or leaves a multicast tree results in limitations in terms
of the scalability and flexibility of the approach. The work (Wei et al.,
2010) applied the same backup tree concept but for a sub-tree instead
of the entire tree which lowers the complexity and increases the flexi-
Environment/Applications

dth utilization SDN-based multicast
put maximization taking both link
e size into consideration

SDN-based multicast

n Transmitting video data streams in inter-data
center networks

cast routing paths while handling
on at the controller side.

NFV multicast routing for SDN

imal Minimum Cost Forest for
st

Multi-media distribution systems with content
replica designs

ed Packet Shortest Path Tree Sequenced packet multicast in SDN

ate size in TCAM SDN-based multicast
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Table 4
Reliability Techniques summary.

Reference Technique Proactive Reactive Methodology

Shen et al. (2015) Packet re-transmission � Acknowledgement messages
Shen et al. (2015) Recovery nodes � Temporal cache/proxy server
Shen et al. (2015) Recover-Aware Steiner Tree

(RST)
� Find minimum cost Steiner tree that spans maximum amount of

recovery nodes
Zhang et al. (2016) Elastic-Loss recovery solution

(Ecast)
� Elastic local multicast

Li et al. (2014) Reliable multicast protocol
for data center networks
(RDCM)

� Construct backup overlay to send repair traffic in case of loss
bility of the approach. The authors in Ref. Raja et al. (2016) extended
(Wei et al., 2010) sub-tree approach to be applied for SDNs while the
earlier work (Wei et al., 2010) was designed for traditional networks.
The backup paths are calculated by the controller, which is much more
efficient than the Resource Reservation Protocol (RSVP) that is used
in traditional IP networks. Moreover, the high complexity and control
overhead of RSVP and Fast Reroute (FRR) protocols are eliminated.
The experimental results showed that the sub-tree approach achieved a
good restoration time from failure detection point of view.

Packet re-transmission is a well-known reactive solution for packet
loss that occurs during data delivery. The source re-transmits the data
if it did not receive an acknowledgement message indicating that the
packets has not reached the destination. This solution is simple to
implement and can reduce the amount of packet loss, however, it’s not
scalable for a multicast group with large number of destinations. That
is, the source could be overwhelmed by the huge amount of acknowl-
edgement messages and the required re-transmitted traffic (Shen et al.,
2015). Moreover, this scheme may result in recovery redundancy prob-
lem. To reduce the burden on the source node, the idea of recovery
nodes was introduced. A recovery node can be defined as a cache/proxy
server that stores small amount of packets temporarily, where they are
placed between the source and destinations to support local loss recov-
ery. The distance between the destination and the recovery node defines
the recovery cost, where closer nodes imply less cost. However, reduc-
ing the distances means including more recovery nodes within the mul-
ticast tree, which results in increasing the tree size and the caching
overhead. Therefore, its necessary to find a solution that is able to find
minimum cost routing tree while selecting optimal amount of recov-
ery nodes that can support reliable delivery of data with least recovery
cost.

The authors in Ref. Shen et al. (2015) proposed the Recover-aware
Steiner Tree (RST) model, which aims to solve the Reliable Steiner Tree
problem. The inputs to this problem are: source and destinations of a
specific multicast group, number of nominations for recovery node, a
pre-defined non-negative integer r. The output is a multicast tree that
connects the source to all destinations and spans maximum number of
r recovery nodes within the tree.

The main contribution was to reduce both the tree cost and the
recovery cost of the tree. The tree cost is the summation of all edges in
the tree, while the recovery cost is the cost of the path from a destina-
tion v to its local cache u. The parameter r controls the tradeoff between
the recovery cost and the caching overhead. The SDN controller tunes
the value of r according to the application requirements (Shen et al.,
2015). The authors in Ref. Popovic et al. (2017) compared the perfor-
mance of three different algorithms for constructing node-redundant
multicast trees in SDN-based networks in order to evaluate the number
of forwarding rules and the effects of nodes failures.

The authors in Ref. Zhang et al. (2016) have introduced an Elastic
loss recovery solution (ECast) that was designed to minimize the recov-
ery redundancy while achieving good multicasting scalability. The re-
transmitting method is done using a communication model known as
Elastic Multicast (EAM). Elastic Multicast utilizes the flow-matching
feature of OpenFlow switches to mitigate the redundancy that may
occur during the re-transmission of data. That is, in case of packet
loss, EAM performs elastic local multicast using any sub-tree of the
multicast tree. The re-transmitted packets can be sent to a sub-set
of the multicast group receivers where this subset covers only the
receivers that were affected by the packet loss. This is not the case
in traditional packet re-transmission schemes where recovery packets
are either delivered to receivers one by one or distributed as a multi-
cast to the whole group of available destinations. Compared to these
schemes, EAM minimizes the recovery cost and therefore redundancy.
Moreover, ECast supports using recovery nodes, which improves the
scalability.

Most of the existing reliable multicast solutions are not applicable
for data center networks environments. Such networks have high link
density therefore traffic rate are typically high. This results in higher
packet loss rate, which in turn causes degradation in the multicast ses-
sion throughput. The authors in Ref. Li et al. (2014) introduced a reli-
able multicast protocol for data center networks (RDCM), which aims
to limit the amount of throughput degradation that is caused by packet
loss.

RDCM takes advantage of the high link density by constructing a
backup overlay that is used to send repair traffic in case of packet loss.
This traffic is sent on peer-to-peer mechanism and mostly avoids the
congested/failed link that caused packet loss within the multicast tree.
In addition to throughput enhancement, RDCM also achieves conges-
tion control, tree adjustment, and handling failures with low individual
overhead. Table 4 shows the summary of the above discussed reliability
mechanisms.

6. Multicast traffic engineering

Traffic Engineering (TE) is one of the most challenging topics in
communication networks. The term refers to applying scientific prin-
ciples and strategies on operational networks to achieve optimal per-
formance. That is, traffic is routed throughout the network such that
traffic demands are met while certain performance objectives are opti-
mized. Those objective are as in the below list, and they are selected
for each network based on the nature and applications of the network
since some of them may be contradicting:

• Congestion minimization
• End-to-end delay minimization
• Packet loss minimization
• Energy consumption minimization
• Resource utilization minimization

The ease in network management, high network programmabil-
ity, and centralized control logic in SDNs are all factors that support
applying powerful TE strategies. Out of this point, most ISPs, Research
Education Networks, and Telecom Companies are currently heading to
adopt SDN techniques for their networks. Examples include Energy Sci-
ences Network (ESnet) in the United States, AT& T, and pan European
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research and education center (Mendiola et al., 2017).
The importance of Traffic Engineering is that it plays a key role in

providing the required network services with Quality of Service (QoS).
For example, energy consumption minimization is one of the key TE
objectives, which is widely used in the scope of green computing in
order to reduce the impact of ICT on the environment. Generally, the
routing protocols plays an important role in this TE objective for the
energy management in the network (Baker et al., 2013; Baker et al.,
2015). When it comes to multicasting applications, achieving QoS add
more complications to the multicasting problem as it requires scal-
able and efficient network support and some applications may require
more specific requirements related to end-to-end delay, delay jitter, and
packet loss. During a multicast session lifecycle, three major events that
affect QoS may take place: group dynamics, network dynamics, and
traffic dynamics (Manimaran and Striegel, 2002).

The group dynamics management has a number of related issues
such as: QoS-aware routing, tree re-arrangement, and core/tree migra-
tion. QoS aware routing can be defined as: given a new member M
joining the group, the multicast routing protocol must find a path from
M to any tree node while satisfying the QoS requirements of M. Those
requirements may be link constraints (bandwidth consumption) or path
constraint (end-to-end delay). In addition to these basic requirements,
a QoS-aware routing protocol must be able to:

• Improve successful join probability.
• Reduce the cost of joining path and time.
• Has the ability to scale up to large networks.

For the tree re-arrangement, it is important to ensure that members
join or leave do not disturb the current multicast session and that the
constructed multi-cast tree still satisfies the QoS requirements for all
receivers after a successful join/leave. Another important issue related
to group dynamics is the core and tree migration. Since the selection of
the core affects tree cost and delay and therefore the quality of the tree,
it is important to ensure that this quality is maintained after dynamic
changes related to group membership or failures.

Moreover, handling failures is a fundamental QoS issue. That is,
multicast routing protocols must be able to discover and recover from
link/node failures to keep an adequate QoS level. However, this is
more challenging in multicasting than unicasting. This is due to the
share resource reservation and group dynamics that result in network
re-configuration.

Load balancing is another important traffic engineering objective
for multicast traffic that was studied by many literature works. The
paper (Fabregat et al., 2005) presented a novel taxonomy for traffic
engineering load balancing where thirty-five publications were classi-
fied according to their objective functions, constraints, and proposed
heuristic. Based on the classification results, a Generalized Multitree
model (GMM-model) was presented, where this model can handle any
type of flow and any number of flows in a general multi-objective con-
text (Fabregat et al., 2005).

As explained earlier, the selected performance optimization
objectives differ from one network to another depending on the
nature/applications of the network. According to Mendiola et al.
(2017), in SDNs its required to apply traffic engineering strategies to
optimize the network performance in four different aspects: Scalability
and Availability, Reliability, Consistency, and Accuracy.

• Scalability and Availability: Flow management

As mentioned earlier, each new flow results in generating a new
flow entry at the flow table of the involved switches where installing
these entries yield in some delay. Moreover, a high amount of newly
generated flows cause a significant overhead at both the controller and
the data forwarding devices. Therefore, a TE solution for SDNs must
consider the tradeoff between latency and load balancing by prioritiz-
ing the application needs. Different load balancing techniques for SDNs
along with the research challenges related to each one were discussed
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in Ref. Mendiola et al. (2017).

• Reliability: Fault Tolerance

Providing a failure recovery technique is essential to ensure the reli-
ability of the network. In SDNs, since the control logic is separated
from the data forwarding devices (switches). A switch is not be able
to recover from a failure without receiving the updates from the cen-
tralized controller. The controller is also responsible for re-constructing
the optimal routes and network topology for the current traffic. Dif-
ferent fault tolerance techniques that could be applied for data plane
and/or control plane were introduced in Ref. Mendiola et al. (2017).

• Consistency: Topology update

Consistency in SDNs could be categorized into: per-packet consis-
tency and per-flow consistency. Per-packet consistency ensures that
each ongoing packet through the network must be processed accord-
ing to unified network configuration. Per-flow consistency means that
all packets within the same flow follow the same version of network
policy.

• Accuracy: Traffic Analysis

Traffic analysis techniques in SDN include monitoring network traf-
fic using a monitoring framework, checking network errors, and debug-
ging program-ming errors. All these techniques along with associated
research challenges were discussed in Ref. Mendiola et al. (2017).

The features of SDN have facilitated applying traffic engineering
techniques. Since traffic monitoring, group management, and multi-
cast routing functionalities are all implemented within the centralized
controller, this enables flexible resources allocation according to net-
work conditions, which in turn accomplishes traffic-engineering goals.
However, when it comes to multicasting, the current Internet multicast
standard adopts a shortest path tree approach to transfer data from the
source to the destination, but the design of such a tree does not support
traffic engineering (Craig et al., 2015). Steiner Tree is an alternative
solution that is conducive to traffic engineering standards, however, its
not adopted yet in current Internet standard (Huang et al., 2015). The
authors in Ref. Craig et al. (2015) proposed an SDN controller architec-
ture that supports multicast traffic engineering by applying real-time
link cost adjustment to achieve better distribution of the traffic load
among the links. Those link costs are then used by Dijkstraś shortest
path algorithm for multicast tree calculations. Fig. 6 shows the proposed
controller architecture. The component that is responsible for real-time
bandwidth consumption is the FlowTracker module. The measurement
is done periodically by polling all switches to query all existing flows
on all switches.

The FlowTracker module captures a map of link utilization keyed
by switches IDs and port numbers. These measurements are used by
the GroupFlow model to adjust link costs in a way that directs the
traffic away from congested links. Although this approach is effective
in achieving better load balancing, the periodic polling causes unde-
sired overhead in the control plane. A more scalable traffic engineer-
ing solution was proposed in Ref. Huang et al. (2015). Their approach
has focused on optimizing the bandwidth consumption of all multicast
groups in the network while taking the scalability limitations of SDM
into consideration. According to Huang et al. (2015), the total possi-
ble number of multicast groups in a network with n nodes is O(2n). To
overcome this limitation, the branch forwarding technique was intro-
duced where the multicast flow entries are installed in branch nodes
only instead of all nodes in the network. A branch node is the node
that has a minimum of three incident edges and it can act as a branch
state node that has an installed multicasting forwarding rule or branch
stateless node that acts as any other forwarding element. Packets are
forwarded from one branch state node to the next one in unicast tun-
neling fashion. That is the intermediate forwarding elements no longer
needs to maintain forwarding entries in their flow tables.
1
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Fig. 6. Deployment diagram of the proposed SDN controller.
Two scalability constraints must be highlighted here: link capacity
and node capacity. The link capacity constraint states that the total
consumption rate of a link bandwidth by all multicast trees should not
be higher than the assigned link capacity. The node capacity constraint
specifies the size of group table in a branch state node such that its
sufficiently large to accommodate all multicast trees.

The Scalable Multicast Traffic Engineering (SMTE) was introduced
in Huang et al. (2015) where its contribution is to reduce the total band-
width cost of all multicast trees. This is achieved by finding an optimum
multicast tree for each group and allocating branch state nodes within
that tree such that both link capacity and node capacity constraints are
not violated.

Another scalable multicasting solution was introduced in Li and
Freedman (2013). The approach was designed for scaling up the pos-
sible number of supported multicast groups within a large data cen-
ter network. The main idea is to partition the multicast address space
where switches are divided to cooperating sets instead of treating each
switch as a stand-alone entity. Actually switch sets are either a group of
core switches or upper layer switches, which is known as pod. Applying
this partitioning technique allows a fat-tree network that is composed
of 27 K servers with switches that holds a maximum of 1000 group
addresses to support 4 K–30 K multicast groups.

This group capacity is further increased through local multicast
address aggregation. Indirection and re-writing mechanisms were intro-
duced to aggregate local groups into virtual meta-groups. Finally,
link/switch failures mechanisms were introduced and implemented (Li
and Freedman, 2013). A comparison between the discussed Traffic
Engineering techniques is represented in Table 5.

7. Multicast in data centers

7.1. General multicasting solutions for data centers

Applying multicast in modern data centers is necessary due to the
frequent group communication that takes place between servers and for
cloud-based services (Baker et al., 2017). HDFS in Hadoop (2009) for
distributed file storage, MapReduce in Hadoop (2009) for distributed
data execution and Nova batch VM provisioning in OpenStack (Open,
2009) are some examples of applications that have inherent group com-
munication patterns in servers. However, the structure of data centers
must be taken into consideration when designing a multicast model.
That is, modern data center topologies tend to have high link den-
sity due to the use of large number of low-end switches rather than
using fewer high-end ones. This makes it inefficient to design a mul-
ticast scheme that applies common Internet multicast protocols such
as IGMP and PIM. This is because such protocols do not consider the
network topology and therefore cannot utilize multiple equal-cost links
7

when constructing multicast trees. Moreover, applying traditional mul-
ticast protocols result in a scalability problem due to the limited space
in the forwarding tables of the multicast switches (Cui and Qian, 2014).
In general, a well-designed Multicast solution for Data Center Networks
(DCNs) must fulfill the special requirements imposed by the features of
group communications in such networks. Those features are as below:

• Small groups structure
• Reliable delivery of data
• Sender-initiated communication
• Efficiency
• Robustness

However, most of traditional multicast solutions fail to achieve all
the above communication goals. That is, most solutions are receiver-
initiated protocols, which is not compatible with the sender-initiated
mode. Moreover, the solutions mainly focus on finding shortest path
trees without considering links congestion, which may significantly
affect the performance of multicast delivery. In addition to that, most
of these solutions do not have a mechanism for failure discovery (Zhu
et al., 2016; Zhu et al., 2017).

The evolution of SDN-based multicast has introduced new scope of
multicasting solutions that are able to fulfill the special requirements of
multicasting communication in data centers. Avalanche and OFM are
well-known SDN-based solutions that utilize the SDN controller abilities
to improve the management. Avalanche, which was presented by the
work in (Iyer et al., 2014) enables multicast routing in the commodity
switches through a new routing Algorithm called Avalanche Routing
Algorithm AvRa. This algorithm aims to provide a near optimal solution
for the Steiner tree multicast problem (Gu et al., 2015; Fan et al., 2016).
However, the centralized nature of the algorithm has some limitations
such as the single point of failure and scalability problems.

As mentioned above, the communication requirements in DCNs led
to developing specialized multicasting schemes based on the needs of
these networks. MCDC is one solution introduced in Ref. Shukla et al.
(2016) that utilizes the multiple equal-cost paths feature to reduce the
congestion on links. That is, the load on the link will be taken into
consideration when choosing the routing path.

Another congestion control was proposed in (Akamatsu et al., 2016)
where the transmission rate at the sender side is adjusted according to
the available throughput at the most congested receiver. The through-
put at the most congested receiver is estimated according to pre-defined
equations that were introduced in this literature work. The simulation
results showed that the proposed solution achieved good link utiliza-
tion.

Other approaches aim to enhance the multicasting delay
in DCNs. The literature works (Marcondes et al., 2012), and
2
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Table 5
Traffic Engineering Techniques summary.

Reference Technique Congestion minimization Bandwidth consumption
optimization

Scalability enhancement

Craig et al. (2015) Real-time link cost adjustment �
Huang et al. (2015) Branch forwarding technique � �
Li and Freedman (2013) Partitioning multicast address

space
�

(Bondan et al., 2013) discuss the clean-slate multicast approach which
depends on pre-calculation of all available routes from multicast group
source to all destinations. This in turn speeds up the multicasting pro-
cess.

Dynamic multicast routing algorithm was proposed by Ref. Ge et al.
(2013), which enables adjustable routing while the source and destina-
tion of data is unchanged. Recover-Aware Edge Reduction Algorithm
was introduced to construct reliable multicast routing tree in SDN envi-
ronments.

However, all these solutions have only focused on routing related
issues and not the multicast protocol design.

The authors in Refs. Zhu et al.( 2016) and Zhu et al. (2017) intro-
duced MCTCP, which is an SDN-based multicasting solution, designed
for small-multicast groups. The solution is sender-initiated, congestion-
aware and applies reliable routing concept. All these features make it
ideal to apply in data center networks. MCTCP utilizes the centralized
control concept in SDNs and assign the multicast flows according to
real-time link status, where the flows are assigned to the active and
less-utilized links.

MCTCP mainly consists of two modules, HSP (Host-Side Protocol)
and MGM (Multicast Group Manager). HSP is a sender-initiated trans-
port layer protocol where the multicasting transmission is started at the
sender side and the receivers are not aware of the address and do not
need to register in advance. HSP notifies MGM each time a new trans-
mission session is initiated or closed. MGM dynamically schedules the
multicast flows according to network status, where it ignores any con-
gested or failed link. The experimental results showed a good enhance-
ment of multicasting performance when applying MCTCP (Zhu et al.,
2016; Zhu et al., 2017).

Recently, the authors in Mahajan et al. (2017) proposed a multi-
cast scheme called ATHENA for group communication in SDN-based
data centers. ATHENA multicast scheme, which is based on earlier work
by the authors Avalanche (Cui and Qian, 2014), guarantees reliability,
statelessness and TCP-friendliness. Table 6 summarizes the solutions
discussed in this section so far. Scalability is an important requirement
for multicasting in general and for data centers more specifically. Scal-
able multicasting solutions are discussed in the next subsection.

7.2. Scalable multicasting in data centers

Multicast trees can be categorized into two types: per-source tree
and shared tree. In the first category, a multicast tree is assigned to
each multicast source while in the shared tree; the same multicast tree
will be shared among different groups. In SDN there are three alterna-
tives for implementing the shared tree: per-group shared tree, multi-
Table 6
Multicasting in data centers.

Reference Technique

Shukla et al. (2016) Utilizing multiple equal-cost paths
Akamatsu et al. (2016) Adjusting transmission rate at sende
Marcondes et al. (2012); Bondan et al. (2013) Clean-slate multicast
Ge et al. (2013) Recover-aware Edge Reduction Algo
Zhu et al. (2016) Real-time adjustment for routing
Mahajan et al. (2017) ATHENA
group shared tree, and single shared tree. In the per-group shared tree,
the multicast sources within the same group share the same tree. In
the multi-group shared tree, the multicast tree is shared among several
groups. Lastly, in the single shared tree all the possible multicast sources
will share the same multicast tree (Lin et al., 2017). For a network
that has N multicast groups with M sources in each group, per-source
tree and per-group shared tree will result in NxM and N total trees,
respectively, which is a heavy burden on the controller and the multi-
cast switches. On the other hand, a single shared tree only needs one
tree, however, the end-to-end delay can be significantly high. There-
fore, the multi-group shared tree is considered to be the most appropri-
ate approach for SDN (Lin et al., 2017).

The authors in Lin et al. (2017) presented a Locality-Aware Multicast
Approach (LAMA) that aims to enhance the scalability in multicasting
for video streaming services. LAMA depends on clustering several mul-
ticast groups, and then generating a shortest-path multi-group shared
tree for each multicast cluster. Since this problem is an NP complete
problem, it was divided to three sub-problems that are independent
and solved separately: multicast group clustering, Rendezvous Point
(RP) selection, and tree construction. A distance-based clustering algo-
rithm was proposed to solve the multicast group-clustering problem,
where all the nearby-multicast sources are clustered in the same multi-
cast cluster. For the RP selection, a locality-aware selection algorithm
was introduced to determine the appropriate RP within a cluster, such
that it has the minimum distance to all the multicast sources. Finally,
a shortest-path tree is generated from the selected RP to each multicast
cluster host.

In addition to constructing multi-group shared trees for multicasting
in SDN, LAMA aims to improve the scalability of both SDN controller
and forwarding switches. The improvements are in terms of both the
computation time and the number of entries in the flow tables while
maintaining the required quality of service. Most data center networks
currently use a hierarchical multi-rooted tree topologies such as fat-tree
and Clos topologies. In a standard fat-tree architecture, the network
consists of three layers: core, aggregate, and edge switches that are
connected to the end-hosts. A pod is a set of connected hosts along
with the set of aggregate and edge switches that connects those hosts.
The fat-tree network can be divided to a number of k pods that are
connected by (k/2) edge switches and (k/2) aggregate switches (Cui
and Qian, 2014).

The literature work (Fan et al., 2016) has introduced a distributed
multicast system that was designed for data centers with fat-tree topol-
ogy. The proposed algorithm implements a distributed management
system that eliminates the need for a centralized controller. To do so,
Congestion minimization Delay minimization Reliability enhancement

�
r end �

�
rithm �

� �
� � �
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first the multicast group concept is re-defined. That is, a group G is
defined as a set of hosts who are permitted to receive the same content
of data regardless of the identity of the sender. This significantly mini-
mizes the number of multicast groups which in turn reduces the address
space and helps to improve scalability. After defining the groups, any
host can join or leave a specific group just by sending a request to the
targeted group address. Two addresses are defined for each group, a
static one and a dynamic one. The static address is referred to as mark-
ing address and its used by the application layer to define a specific
group and the hosts belonging to that group. The dynamic address or
routing address is the actual address that defines the source and des-
tination of data at the network level, however, it is hidden from the
multicast application. An address dispatcher is used to map each mark-
ing address to the corresponding routing address.

After obtaining the routing address, a host can join or quit the group
at any time and dynamic adjustment of the group will take place with-
out the need to re-create the group. When compared with centralized
multicast methods, the controller must re-define the group each time a
member joins or leaves which is a heavy load especially in data centers
with the large size of groups (Fan et al., 2016). Another scalable mul-
ticast approach was introduced in Cui and Qian (2014), where experi-
mental results showed that the amount of groups it can support in data
centers is 300% compared to traditional IP multicast. In addition to the
scalability improvement, the proposed solution aims to enhance load
balancing and therefore helps to reduce congestion within the data cen-
ter network. The solution focuses on the wide heterogeneity of multicast
traffic in data center networks. The multicast groups are divided into
two categories based on their amount of traffic: elephant groups and
mice groups. Mice groups form the majority of groups and they have
low traffic volume, while elephant groups are small fraction of the total
multicast groups and they have higher volume of traffic that exceeds a
pre-defined threshold value. This value is defined by the group classi-
fication module which is a part of the SDN controller. That is, the con-
troller classifies each group based on the amount of traffic that is moni-
tored and updated periodically. The flow rules are then set and installed
on the switches of each group according to the group classification.

The solution aims to find a balance on the tradeoff between
bandwidth capacity and state capacity. That is, since Mice groups are
more frequent but they have smaller sizes, state-free multicast are
applied where state capacity has the priority over bandwidth capacity.
In Elephant groups, the bandwidth capacity have the higher priority
due to their large amount of traffic. Therefore, multiple shared trees
are applied among groups. That is, if all group members are located
in the same pod of the fat-tree network, a single shared tree would be
used. Otherwise, multiple shared trees are constructed by selecting a
number of cores randomly and then running a Steiner Tree algorithm
to construct a tree for each core. Multi-cast flow rules are then installed
on the switches of each tree. Incoming packets can then be matched to
one of the trees and delivered to receivers through that tree.

Code-Oriented explicit multicast (COXcast) is another scalable mul-
ticasing solution that was introduced in (Jia, 2014). COXcast was devel-
oped based on explicit multicast Xcast concept which is a new mul-
ticasting scheme that aims to overcome the scalability challenges in
multicasting for a large number of variant multicast groups. Instead of
using a multicast group address Xcast encodes the list of group destina-
Table 7
Scalability techniques summary.

Reference Technology Used

Lin et al. (2017) Distance-based clustering
Fan et al. (2016) Distributed management system
Cui and Qian (2014) Divide the multicast groups into two categories based on
Jia (2014) Code-Oriented explicit multicast
Li et al. (2012) Source-to-receiver expansion mechanism
Jia and Wang (2013) Scalar-pair Vectors routing and forwarding
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tions explicitly in the packet header. Therefore, inter-mediate routers
will perform stateless forwarding of packets. Similar to the situation in
Xcast, the entire packet forwarding information are held in the multi-
cast packet header using a common identifier and a node-specific key.
Therefore, the packets are self-routed to all group destinations. Elimi-
nating the multicast forwarding rules in inter-mediate network devices
result in significant enhancements in terms of reducing the overhead
and latency. Moreover, it offers better scalability support of large scale
multicast applications that has few-to-few groups structure.

ESM that was introduced in Li et al. (2012) constructs efficient
multicast routing trees using a source-to-receiver expansion mecha-
nism that eliminates unneeded inter-mediate network switches that are
used in traditional receiver-driven routing protocols. For the scalability
enhancement ESM makes a tradeoff between the amount of supported
multicast groups and the bandwidth overhead by using both in-packet
Bloom Filters and in-switch entries. Experimental results recorded an
improvement in multicast throughput, computation complexity, and
traffic leakage.

Scalar-pair Vectors Routing and Forwarding (SVRF) was introduced
in Jia and Wang (2013) to mathematically solve the multiple member-
ship problem by introducing a multiple membership query algorithm
that calculates the output ports of each multicast group by dividing a
common scalar-pair over a group specific key. This division method is
done within pseudo-polynomial time. The simulation results prove that
the proposed algorithm recorded a significant enhancement in reduc-
ing memory space, processing time, and hardware cost. Table 7 shows
a summary of all scalability-related schemes that were discussed in this
survey.

8. Future directions

As mentioned earlier, dominant Internet companies are now adopt-
ing SDN techniques for their Data Center Networks structure. Therefore,
multicasting in SDN-based data centers is an area with rich content to
be explored. Earlier literature works have introduced models for apply-
ing multicasting in such environments as discussed in Section 5 of this
paper. However, several challenges still remain that opens interesting
research opportunities for future work.

8.1. Bit Indexed Explicit Replication (BIER) architecture

IETF is defining a new scalable architecture for optimal forward-
ing of multicast data packets called Bit Index Explicit Replication
(BIER) (Tony et al., 2017). Unlike the traditional IP/MPLS multicast
approaches, BIER architecture neither requires a protocol for explic-
itly building multicast distribution trees (e.g., PIM, mLDP, RSVP-TE)
nor needs to maintain per-flow state in the intermediate nodes which
enables a flexible and scalable multicast solution. Although BIER allows
optimal multicast forwarding, however, it does not support traffic engi-
neering capabilities and lacks fast network resiliency mechanism to
protect against link and node failures. The Traffic Engineering for Bit
Index Explicit Replication (TE-BIER) architecture addresses these defi-
ciencies (Eckert et al., 2016b; Eckert et al., 2016a; Braun et al., 2017).
TE-BIER is a SDN controller based approach to support traffic engineer-
ing and network resiliency through the Fast ReRoute (FRR) mechanism.
Scalability applications

Multicasting for video streaming services
Data centers with fat-tree topology

their amount of traffic Widely heterogenic traffic in data center networks
Multicasting for a large number of variant multicast groups
Data centers networks
Data centers networks
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An interesting area of future direction could be to study performance of
the TE-BIER for (a) traffic engineering with respect to path lengths,
traffic loads, and required network capacity (b) network resiliency
with respect to protection coverage (c) scalability with respect to state
required in large networks (d) network convergence with respect to
amount of traffic loss following topology changes and link/node fail-
ures. It could also be interesting to explore architectural extensions of
TE-BIER to allow computation of end-to- end multicast TE-BIER trees
across multi-domain (i.e., multiple IGP areas, multiple autonomous sys-
tems) in conjunction with BGP-LS and hierarchical PCE (King and Far-
rel, 2012).

8.2. Network reliability

As mentioned earlier, network reliability is a fundamental require-
ment in realtime applications where time-sensitive content is delivered
to multiple receivers simultaneously using network multicast function-
alities. The reliable delivery of this content depends on the existence
of a fault resilient network that is able to restore network services in
case of a failure. Failure protection can be implemented using either
local protection schemes such as fast reroute or end-to- end schemes
such as redundant trees. The link-coloring method presented in Bejer-
ano and Koppol (2013) is an example of redundant trees schemes. The
idea is to color all the links for a given source node in either blue or
red, such that for any given destination the red and blue paths are dis-
joint. Therefore, redundant trees are formed regardless of the used tree
selection method. Redundant trees connect the source node to all its
destinations such that in case of a failure every destination still have
a connected path to the source node in at least one of the trees. The
authors in Ref. Bejerano and Koppol (2014) conducted a comparison
to study the trade-offs between the fast reroute and redundant tree
approaches. The comparison considered different aspects such as recov-
ery time, protection availability, resource reservation, and management
complexity. Fast reroute schemes have faster recovery time, however,
it results in high resource reservation and complex network manage-
ment. On the other hand, redundant trees schemes are more efficient in
resource protection and offer simpler to manage. However, fast recov-
ery time cannot be achieved without requiring a hot standby. According
to these conflicting objectives, one of the future directions could be to
explore possibility of designing a hybrid scheme that is able to utilize
the advantages of the two approaches while eliminating their draw-
backs. Another interesting area of future research could be to study the
computed multicast scheme applied to MPLS based Segment Routing
and evaluate its performance in terms of reliability and the amount of
multicast state required in the network (Allan, 2017).

8.3. Security in Software Defined Multicasting

The security of Software Defined Multicasting is another direction
that requires more investigation since the centralized control is vul-
nerable to attacks which may disrupt the entire network (Karam et al.,
2012). In particular, dynamic nature of multicast protocols (e.g., joining
and leaving of multicast groups) creates opportunity for unauthorized
users to join multicast sessions and receive packets easily. Moreover,
the safety of data source is not guaranteed in multicast applications.
That is, any client could act as the multicast packets source without
any control from the application (Zou et al., 2013). An earlier work in
Li et al. (2016) classified security challenges to SDN network compo-
nents including switch, controller, and communication channel. Due to
the above-mentioned challenges, a multicast model is required to pro-
vide secure multicast delivery of data in SDN environment such that the
relationship between applied security measures and the performance
of multicast delivery is well analyzed. The literature work Zou et al.
(2013) introduced a secure multicast scheme that is designed for SDNs.
User authentication and multicast group management mechanisms are
implemented at the SDN controller. User authentication technique pre-
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vents unauthorized groups joining. Moreover, forwarding devices send
packets according to flow rules that are generated by the controller.
This ensures that no client can turn into data source without the per-
mission of the controller. However, the proposed security scheme was
designed for traditional IP multicast. A future direction of research
could be to enhance this security framework with respect to holistic
real-time system monitoring, detection, containment, and correlation
of all potential threats, and automated activation of controls for multi-
cast multi-tenant access in virtualized cloud environments.

8.4. Power consumption

Power consumption is another network-related concern that
requires more attention from economic and environmental perspec-
tives. According to Dharmaweera et al. (2015), it’s estimated that the
power consumption by the Internet is 1% of the total electricity con-
sumption in broad-band enabled countries. The three Internet domains
consume this power in access networks, metro networks and back-
bone or core networks. The power consumption in the access networks
increases as the number of subscribers increase. Whereas in backbone
network, the consumption is proportional to network traffic volume
which is expected to exceed the zettabyte threshold in the near future
(Dharmaweera et al., 2015). The authors in Ref. Dharmaweera et al.
(2015) introduced a survey for the power reduction techniques that
could be applied in backbone networks. When it comes to multicast-
ing, few literature works have studied the relationship between power
consumption and multicast routing. The literature work in Wang et
al. (2015) has introduced a power-efficient routing scheme for many-
to-many multicasting that was designed for green multi-granularity
transport networks. An interesting future areas of research could be
to expand SDN functionality to collect power consumption informa-
tion across multi-domain core network elements (Alferness et al., 2013).
This information could enable computation of end-to- end power effi-
ciency metrics therefore allowing evaluation of new energy efficient
multicast approaches such as TE-BIER.

9. Conclusion

In this paper, a systematic survey of multicasting in software-defined
net-working was presented. The goal of this survey was to study dif-
ferent aspects of multicasting in SDN and try to cover all the related
challenges to each aspect and the existing solutions to overcome those
challenges. First, the importance of software defined networking was
introduced while highlighting the features of SDN that can be utilized to
improve the quality of multicasting. Then multicasting techniques were
surveyed starting from the history and background of multicasting.
After that the existing solutions for multicasting main fields of interest
were presented such as: tree planning, tree management, multicast rout-
ing, multicast TE and multicast in data centers. Comparisons were con-
ducted between the different existing solutions/techniques that were
introduced in the paper. Moreover, future research directions were sug-
gested to improve the existing solutions or to highlight new problems
that were not studied earlier.
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